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ABSTRACT: Patients can be exposed to leachables derived from pharmaceutical manufacturing systems, packages, and/

or medical devices during a clinical therapy. These leachables can adversely decrease the therapy’s effectiveness and/or

adversely impact patient safety. Thus, extracts or drug products are chromatographically screened to discover, identify,

and quantify organic extractables or leachables. Although screening methods have achieved a high degree of technical

and practical sophistication, they are not without issues in terms of accomplishing these three functions. In this Part 2

of our three-part series, errors of inexact identification and inaccurate quantitation are addressed. An error of inexact

identification occurs when a screening method fails to produce an analyte response that can be used to secure the analy-

te’s identity. The error may be that the response contains insufficient information to interpret, in which case the analyte

cannot be identified or that the interpretation of the response produces an incorrect identity. In either case, proper use of

an internal extractables and leachables database can decrease the frequency of encountering unidentifiable analytes and

increase the confidence that identities that are secured are correct. Cases of identification errors are provided, illustrat-

ing the use of multidimensional analysis to increase confidence in procured identities. An error of inaccurate quantita-

tion occurs when an analyte’s concentration is estimated by correlating the responses of the analyte and an internal

standard and arises because of response differences between analytes and internal standards. The use of a database con-

taining relative response factors or relative response functions to secure more accurate analyte quantities is discussed

and demonstrated.

KEYWORDS: Extractables, Leachables, Chromatographic analysis, Screening analysis, Identification, Database, Quan-

titation, Internal standard, Response factor.

Introduction

When drug products are manufactured, packaged, and

administered, they unavoidably and inevitably contact

items such as manufacturing components, packaging

systems, and administration devices. During contact,

substances present in or on these items can be trans-

ferred to the drug product where they become foreign

impurities known as leachables. When a drug product

is administered to a patient during clinical therapy,

the patient is exposed to the leachables. As foreign

impurities, leachables could adversely affect the

drug product’s suitability for its intended use,

including patient and user health and drug product

attributes such as quality, stability, efficacy, and

compliance.

Thus, drug products are tested for foreign impurities

(leachables), and extracts of contacted items are tested

for extractables (as potential or probable foreign

impurities) so that the foreign impurities can be identi-

fied, quantified, and ultimately assessed for potential

adverse effects (1, 2).

When an extract is tested for organic extractables (or a

drug product is tested for organic leachables), the

desired outcome is to account for all extractables

uniquely present in an extract (versus an extraction

blank) above an established threshold or to establish all

leachables uniquely present in a drug product above an

established threshold. This desired outcome is achieved
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by analyzing the extract or drug product (and any asso-

ciated blank or control) with chromatographic methods

that are able to produce useful and interpretable

responses for potential extractables or leachables (3–

5). If the extractables in an extract or leachables in a

drug product are not or cannot be specified upfront,

they must be discovered, identified, and quantified by

an analytical process termed screening.

In Part 1 of this series (6), the process of chromato-

graphically screening extracts or drug products for or-

ganic extractables or leachables was established as

having three primary objectives:

1. accounting for (discovering) organic substances

(extractables or leachables) present in a test sample

at a concentration above a defined threshold;

2. identifying the discovered substances; and

3. quantifying the identified substances.

As was also noted previously, practical and scientific lim-

itations of the chromatographic screening process impede

the process’s ability to fully accomplish these objectives.

Thus, Part 1 of the series also considered errors of omis-

sion, where an error of omission involves the situation

that the screening method fails to produce a recognizable

response for one or more of the analytes present in a sam-

ple (extract or drug product). Thus, the omission error

involves the discovery aspect of screening.

Once all of the extractables in an extract or leachables

in a drug product at levels above a justified reporting

threshold have been accounted for (discovered), the

identities of the individual extractables or leachables

must be established as identity links an extractable or

leachable to that information which enables its assess-

ment. Considering safety, for example, it is the extract-

able’s identity that links the extractable to its relevant

toxicological safety information. Clearly, if an identity

cannot be secured or if the secured identity is incorrect

(errors of inexact identification), then either the assess-

ment cannot be performed or the assessment that is

performed is faulty. Additionally, the discovered extract-

ables must be quantified, as it is the quantity of an ex-

tractable in an extract (or a leachable) in a drug product

that establishes a patient’s exposure (or potential expo-

sure) to the substances. Clearly, inaccurate quantitations

lead to erroneous safety assessments that either underesti-

mate or overestimate the safety hazard.

Errors of Inexact Identification

Identification Hierarchy

As was noted in Part 1 of this series, although a screen-

ing assay produces a response that contains information

that can be used to infer an identity, the response itself

is not an identity. It is only with further processing and/

or interpretation that the response’s information can

lead to an identification. Thus, screening methods do not

identify substances; rather, the screening method pro-

duces data that are further interpreted to provide an

identity.

Rigorously speaking, an error of inexact identification

occurs when (1) the response contains no identifying

information, (2) an identity cannot be inferred from the

response data, or (3) the inferred identity is not the cor-

rect identity. Understanding and addressing errors of

inexact identification is facilitated if one understands

the data interpretation process that is most commonly

used for compound identification. The process is based

on the observation that an identification derived from

information represents a guess at the identity, where the

confidence one has in the guess depends on the amount

and the nature of the information that suggests, sup-

ports, and ultimately confirms the identification. The

more information that is available, and the more rigor-

ous the available information, the greater confidence

one can have that the inferred identity is the correct

identity. Thus, one can “grade” an identification based

on the level of confidence one has that the identification

is correct. Such a “grading” is captured, for example, in

USP <1663> Assessment of Extractables Associated

with Pharmaceutical Packaging/Delivery Systems (5).

In this monograph, four “grades” of identifications are

proposed: unidentified, tentative, confident, and con-

firmed. These various “grades” are ranked in terms of

conciseness; thus, for example, a tentative identification

specifies the chemical class of a substance, a confident

identification specifies a specific structure that pre-

cludes all but the most closely related structures, and a

confirmed identification specifies an exact identifica-

tion. Moreover, USP <1663> describes what type of

supporting analytical information is required to move

from one identification “grade” to a higher “grade”.

An alternate, albeit similar, approach to identification

“grading” is illustrated in Figure 1, which introduces a

fifth identification “grade”, partial. Furthermore, the

tentative and confirmed grades are divided into two
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subgrades depending on the means by which the tenta-

tive or confirmed identification is secured. Understand-

ing this “grading” scale is facilitated if one considers the

identification process most commonly employed with

the chromatographic methods used in extractions and

leachables (E&L) screening.

In understanding the identification process, one notes

that the information most commonly collected and

used for E&L identification purposes is a mass spec-

trum. The chromatographic methods used for screening

employ mass spectral detectors and thus the resultant

response to an eluted analyte is its mass spectrum. In

certain circumstances, the mass spectrum may provide

enough information to infer the structural characteris-

tics of the compound of interest (i.e., the spectrum may

contain certain diagnostic masses) but will not provide

enough definitive information to link the mass spec-

trum to a specific compound (secure a tentative iden-

tity). This level of identification is thus termed a partial

identification. For example, reporting that a compound

is a phthalate, but not being able to specify the specific

phthalate means that the identity is partial. Although

clearly a rigorous toxicological safety assessment can-

not be based on a partial identity, partial identities may

be sufficient to facilitate some level of safety assessment.

For example, quantitative structure–activity relationship

(QSAR) analysis of a compound’s structural characteris-

tics (e.g., via DEREK or SARAH), can be used to estab-

lish whether the structural characteristics are associated

with an increased risk of an adverse safety effect (e.g.,

mutagenicity). Compounds without QSAR-alerting struc-

tures represent less of a safety hazard than do compounds

with QSAR-alerting structures.

If we have the situation that the mass spectrum is suffi-

ciently robust that a name can be proposed for the com-

pound, such a tentative identification can be secured in

one of two ways: (1) the mass spectrum can be linked

to a mass spectral library to find a matching spectrum

(which implies that the compound that produced the

library spectrum is the compound that produced the an-

alytical spectrum) or (2) the mass spectrum can be

interpreted from first principles to infer the analyte’s

structure (and thus its identity), a process that is termed

structure elucidation. Thus, a compound can be identi-

fied, in a tentative way, based on one-dimensional data

analysis such as matching or elucidation (interpretation).

If an external mass spectral database or library (i.e., a

database constructed and populated by a third party)

exists, then mass spectral matching can be performed.

For example, the NIST/Wiley MS libraries are often

utilized to secure identities in gas chromatography–

Figure 1

Identification hierarchy.
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mass spectroscopy (GC-MS) analyses. In this case, the

mass spectrum obtained for a compound via a screening

method is compared to the mass spectra contained in the

database, establishing those compounds in the database

whose mass spectra closely match the spectrum of inter-

est. Closely matching spectra are assigned a “match

score” by a number of algorithms, with a higher match

score corresponding, at least in principle, to the more

probable identification. If a suitable match is obtained,

then the identification is classified as tentative as one pi-

ece of supporting information has been secured (one-

dimensional identification).

If a match is not secured or in the complete absence of

any database, the analyte is initially classified as un-

identified (or unknown, as this term is commonly used)

and remains unidentified until further actions are taken

to establish its identity. For example, identification of

an unidentified extractable can be accomplished via the

process of structure elucidation, which involves the

professional interpretation of the available mass spec-

tral information. For instance, an expert could interpret

the mass spectrum’s fragmentation pattern to elucidate

the analyte’s probable functional groups and structural

units. The individual groups and units can then be

“assembled” to infer all or part of the analyte’s struc-

ture. Generally, the elucidation process is inefficient

and is prone to error and variation, as individual

experts could easily come to different outcomes based

on their experience and capabilities. Such an identifica-

tion so secured is interpretive by its very nature and is

properly classified as a tentative identification as it is

based on one-dimensional data (hence the additional

identification “grade” in Figure 1).

A third method for securing the identity of an unidenti-

fied analyte is to collect additional information about the

analyte by subjecting the test sample to another method

of analysis. For example, when it is possible to obtain

and interpret a nuclear magnetic resonance (NMR) spec-

trum for the analyte, the interpretation could lead to the

analyte’s tentative (or perhaps confident) identification.

At this point in the identification process, we have either

an unidentified analyte or an analyte that has been tenta-

tively identified. Clearly, an unidentified analyte cannot

be assessed for its impact (e.g., its effect on patient

safety). Although an analyte that has been tentatively

identified can be assessed for impact, it is understood that

such an assessment is provisional as the certainty in the

analyte’s identity is lower. It is understood that a proper

impact assessment can only be obtained when the tenta-

tive identity is “elevated” in grade by securing confirma-

tory information (two-dimensional identification). That

is, one’s confidence that an identity is correct is increased

(a tentative identification becomes a confident identifica-

tion) when a second dimension of confirmatory data is

secured. For example, although a mass spectral match

and an NMR interpretation separately produce tentative

identities, the combination of a mass spectral match and

an NMR interpretation would produce a confident iden-

tity as these are reinforcing pieces of information.

The term “confirmed” identity is typically reserved

for an analyte whose tentative or confident identity

has been investigated by analysis of a reference stand-

ard of the inferred compound (three-dimensional

identification). The lower “grade” identification is con-

firmed if the key properties of the analyte have been

matched to the key properties of the reference standard

(e.g., mass spectral match and retention time match).

However, one can envision a situation where the iden-

tification is supported by such a preponderance or

“critical mass” of data (e.g., a three-dimensional iden-

tification) that it is virtually impossible that the identi-

fication can be in error. In such a case, surely the

identity has been confirmed by the supporting data;

thus, the possibility that a confirmed identity can be

secured by either the traditional process of authentic

standard matching (standard-based) or by the prepon-

derance of mutually supporting data (data-based) is

shown in Figure 1.

Given the “grading” scale, clearly an unidentified

analyte reflects one type of error of inexact identifica-

tion (i.e., the inability to secure an identity). Analytes

that have been either partially or tentatively identified

can be subject to the other error of inexact identifica-

tion, which is misidentification. Given the additional

confirmatory information that is required to secure a

confident or confirmed identification, these identifica-

tions are not generally prone to inexact identification

errors.

Lastly, it surely is the case that the distinction between

a confident and a confirmed identity is vague and

unclear, and that cases of high confidence (supported,

for example, by three dimensions of compelling infor-

mation) might, for all practical purposes, be considered

to produce a confirmed identity. It such cases it is the

high degree of confidence that is more important and

the exact “grade” that is less important.
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Error of Inexact Identification: A Fatal Error

Commission of an error of inexact identification is a

fatal error because such an error precludes a proper

assessment. If the error of inexact identification is that

an identity cannot be secured, then clearly the substan-

ce’s impact on the drug product’s suitability cannot be

assessed as the link between the extractable and its rele-

vant related information cannot be established. If the

error of inexact identification is that the wrong identity

is secured (see Figures 2–7 for examples of this type of

identification error), then clearly the substance’s impact

on the drug product’s suitability cannot be correctly

assessed. This is the case as the assessment is based on

information relevant to what could be a completely

unrelated compound.

The existence of an external database, that is, a data-

base constructed and populated by a third party,

addresses the aspect of errors of inexact identification

to a certain extent. For example, as noted previously,

the NIST/Wiley MS libraries are often utilized to

secure identities in GC-MS analyses. In this case, the

mass spectrum obtained for a compound via a screen-

ing method is compared to the mass spectra contained

in the database, establishing those compounds in the

database whose mass spectra closely match the spec-

trum of interest. Closely matching spectra are assigned

a “match score” by a number of algorithms, with a

higher match score corresponding, at least in principle,

to the more probable identification.

“Simple” Identifications Using an External Database

Although spectral matching via an external database is

a commonly employed and generally effective means

of securing a compound’s tentative identity, it is not

without its problems. The first and foremost problem is

that the more commonly used databases were not con-

structed with the intent of systematically, specifically,

and completely addressing extractables or leachables.

Rather, the external databases were constructed and

populated to include compounds relevant to different

situations encountered in a broad range of different

industries (food, chemical, environmental, pharmaceu-

tical, and so forth); thus, the presence of extractables/

leachables in these databases is incidental as opposed

to intentional.

For example, many organizations involved in E&L

testing refer to the Environmental Protection Agency

(EPA) Methods for Environmental Monitoring of Toxic

or Hazardous Compounds (e.g., Method 8260 for Vola-

tile Organic Compounds; Method 8270 for Semi-Vola-

tile Organic Compounds) (7, 8) as a proper and valid

methodology to discover, identify, and quantify extract-

ables. Indeed, these methods will detect, identify, and

quantify the many toxic and hazardous compounds that

are targeted by each EPA method in an accurate and

precise way. The selection of target compounds for

these EPA methods was based on a careful evaluation

of compounds that could be released into the environ-

ment in large enough quantities by a broad range of dif-

ferent industries that they could have a detrimental

effect on the environment.

This aspect of the external database may confound its

use in extractables or leachables screening. A careful

evaluation of these lists of compounds suggests that

only 10% of the volatile substances on the EPA list are

relevant as volatile organic extractables and only 5%

of the semivolatile compounds on the EPA list are rele-

vant as semivolatile extractables or leachables. Thus,

the EPA database linked to its methods does not

include many of the commonly encountered extract-

ables and includes a majority of compounds that are

not extractables.

This situation produces two issues. The first issue is the

content of the external database. Because the EPA

database does not contain a large number of potential

extractables, an extractable that needs to be identified

is likely not in the database and thus a match will not

be secured. If a match cannot be secured then clearly

an identity cannot be proposed. Thus, the first issue is

obtaining no identification, essentially concluding that

the substance in question is unidentifiable.

The second issue is securing the wrong identity because

of both the size and the content of the external data-

base. Because the external databases contain so many

compounds that are not extractables (e.g., the combined

NIST/Wiley ’17 Mass Spectral Library contains over 1

million mass spectra (9)), possibly a target spectrum

will be closely matched to spectra from compounds

that are not extractables, leading to false identifications.

This problem is exacerbated to a certain extent by

securing “simple identities”, which, for example, is the

process of accepting that a compound’s identity is

established by the match with either the highest match

score or an acceptably high match score. Although the

match score is an effective means of differentiating
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potential identities from unlikely or impossible identi-

ties, the resolution between similar match scores is not

always adequate to arbitrarily select the proper match

based on generalizations such as “the highest match score

always wins” and “any identity with a match score above

80 must be a good identity”.

Home Court Advantage of an Internally Developed

Database

These issues notwithstanding, perhaps the most signifi-

cant issue associated with use of an external database

is the degree to which the experimental conditions

Figure 2

Example of an exact identification via mass spectral fit with an authentic standard (1,1’-carbonothioyl-bispiper-

idine) in the Database (with retention time confirmation) versus an inexact “simple” identification, relying only

on the mass spectral fit with the external NIST/Wiley mass, leading to a fatal identification error (incorrectly

identified as 1-aminocyclopentane-carboxylic acid, N-hexyloxy-carbonyl, isohexyl ester).
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used to produce the information in the external data-

base match the analytical conditions employed by the

individual testing laboratory. The closer the match

between the analytical conditions used to generate the

information in the database and the analytical condi-

tions that produced the information to be matched to

the database, the better will be the outcome of the

match (which is a potential identification). The poorer

the match between analytical conditions, the more

likely that either no identifications or false identifica-

tions will be generated when matching experimental

data to the database.

Figure 3

Example of an exact identification via mass spectral fit with an authentic standard (dicyclopentylsilanediol) in

the Database (with retention time confirmation) versus an inexact “simple” identification, relying only on the

mass spectral fit with the external NIST/Wiley mass, leading to a fatal identification error (incorrectly identi-

fied as 4-pentenoic acid, 2,2-diethyl-3-oxo-5-phenyl-, ethyl ester).
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For example, consider the case of mass spectral match-

ing in GC. Because the industry has standardized the

ionization conditions (electron impact at 70 eV), for a

number of extractable and leachable compounds there

is a generally good correlation between spectra in an

external database and spectra obtained by independent

laboratory analyses. However, lack of standardization

in MS applied in liquid chromatography (LC) means

that likely spectra contained in an external database

were not collected under conditions that match the con-

ditions used by an independent laboratory to collect its

spectra, thus increasing the possibility that matching

between the external database and the independent lab-

oratory will produce aberrant identities.

Figure 4

Example of an exact identification via mass spectral fit with an authentic standard (1,4,7-trioxacyclotridecane-

8,13-dione) in the Database (with retention time confirmation) versus an inexact “simple” identification, relying

only on the mass spectral fit with the external NIST/Wiley mass, leading to a fatal identification error (incor-

rectly identified as succinic acid, 2-(2-chloro-phenoxy)ethyl ethyl ester).
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Most of the problems associated with the use of an

external database are solved or ameliorated via appli-

cation of an internally generated database. As the in-

ternal database contains only extractables and as the

internal database is grown to include a significant

number of extractables, the issues noted earlier in

terms of producing no hits or producing aberrant hits

are reduced.

Furthermore, the concept of “home court advantage” comes

into play. That is, when a laboratory produces an internal

database it certainly does so with the exact analytical

Figure 5

Example of an exact identification via mass spectral fit with an authentic standard (PBT dimer) in the Database

(with retention time confirmation) versus an inexact “simple” identification, relying only on the mass spectral

fit with the external NIST/Wiley mass, leading to a fatal identification error (incorrectly identified as 2,6-bis

[(5S)-5-phenyl-4,5-dihydrooxazol-2-yl]pyridine).
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methods and conditions it uses to screen extracts for

extractables (and drug products for leachables). Because

the laboratory conditions for producing the reference and

test spectra are closely matched, the test and database spec-

tra will be more closely matched, resulting in better match

scores that will more effectively differentiate the true iden-

tity from a smaller number of false potential identities.

Home Court Advantage in Action: Examples of Inexact

Identification Resulting from Spectral Matching via an

External Database (Commercial Spectral Library)

Figures 2–7 provide examples that illustrate errors of

identification propagated via spectral matching to an

external database and corrected via matching to an

Figure 6

Example of an exact identification via mass spectral fit with an authentic standard (chlorinated rubber

oligomer C13H23Cl) in the Database (with retention time confirmation) versus an inexact “simple” identifica-

tion, relying only on the mass spectral fit with the external NIST/Wiley mass, leading to a fatal identification

error (incorrectly identified as bicyclo[3.2.0]heptan-2-one, 6-hydroxy-5-methyl-6-vinyl-).
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internal database. In each example, an electron impact

(EI) mass spectrum was obtained for the compound and

the compound’s possible identity was secured by spec-

tral matching to either an external commercial spectral

database (NIST/Wiley) or an internal spectral database

(generated by Nelson Labs, hereafter referred to as the

“Database”) constructed from the analytical information

obtained through analyzing authentic standards via the

generic screening method for GC-MS.

Each example includes the analytically obtained data

(retention time and mass spectrum) as well as data for

Figure 7

Example of an exact identification via mass spectral fit with an authentic standard (brominated rubber

oligomer C13H23Br) in the Database (with retention time confirmation) versus an inexact “simple” identifica-

tion, relying only on the mass spectral fit with the external NIST/Wiley mass, leading to a fatal identification

error (wrongly identified as ethanone, 1-(3,3-dimethylbicyclo[2.2.1]hept-2-yl)-, exo-).
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the “best hit” from each of these libraries, including

library retention time in minutes (if available), spectral

match score (%), spectrum, and structure. In all cases,

the identity obtained with the internal database is cor-

rect whereas the identity obtained with the external

database is incorrect.

The example in Figure 7 provides an opportunity to

explore the difference between a partial and a tentative

unknown. Let us, for a moment, imagine that the Data-

base entry for this compound does not exist, meaning

that either the investigator seeking to identify the com-

pound does not have the database or that the database

does not contain this compound. The investigator would

have the match to the NIST/Wiley database to work

with but the low match score and a visual comparison of

the test spectrum to the match spectrum both suggest

that the match is not the right identity for the test com-

pound. Thus, without a match, an identification of “un-

identified” seems proper. However, clearly the mass

spectrum is interpretable, with the most obvious feature

being the clear indication that the compound contains

bromine (similar sized peaks at m/z 146, 147). Thus,

even a cursory interpretation of the mass spectrum

produces the partial identity of “bromine-containing

compound”. Further elucidation, and some familiarity

with the E&L literature, might allow the investigator

to conclude that the compound of interest is a “bromi-

nated rubber oligomer”, which is a more detailed iden-

tification but still a partial one. That is, the spectral

features of ions m/z 97, 57, 123, and 67 are also

observed in the spectrum of the nonbrominated rubber

oligomers. Spectral elucidation by either manual or

software-assisted (e.g., MS interpreter, MassFrontier)

interpretations strengthens this hypothesis by explain-

ing the most abundant ions. For instance, the base ion

m/z 97 is known to arise from ring cleavage. This in-

formation is sufficient to propose that the compound is

a “brominated rubber oligomer”.

Finally, identification of the molecular ion (the spec-

trum in Figure 7 shows clear molecular ions at m/z 258

[corresponding to C13H23
79Br] and 260 [corresponding

to C13H23
81Br]) could allow the investigator to estab-

lish the compound of interest as the C13H23Br rubber

oligomer (molecular weight = 259), which is a tentative

identification.

Taking this discussion one step further, if the extract

were retested using a methodology that produces accu-

rate mass information, such information could be used

to provide a chemical formula that also provides a tenta-

tive identification of C13 brominated rubber oligomer.

The two independent derivations of the same tentative

identification, once by mass spectral interpretation and

once by accurate mass MS to obtain the chemical for-

mula, represents two-dimensional supporting data that

taken together justify classifying the identification as

confident.

The purpose of this discussion about identifications

based on database matches is not to discourage the use

of external databases, such as NIST/Wiley, which has

the specific advantage of being curated by a govern-

ment agency and reviewed by a wide scientific commu-

nity. Rather, this discussion properly points out the

identification error that can occur when identifications

are only based on a match score and justifies the asser-

tion that better matches can be obtained with a properly

populated and maintained internal database.

Increasing Identification Confidence via

Multidimensional Analysis with an Internal Database

To this point in the discussion, identification by com-

paring an analytical response to a database response

has been one dimensional in the sense that the match-

ing is based on one characteristic of the response. It is

intuitively obvious that an identification secured on the

basis of two (or more) independent characteristics is

likely to be a more correct identification than one

secured on the basis of a single characteristic. In fact, it

is the ability to support an identification on the basis of

multiple characteristics that differentiates between the

commonly applied identification categories such as ten-

tative, confident, and confirmed.

When one generates one’s own internal database, one

standardizes not only the operating conditions of the

mass spectrometer but also the analytical conditions

preceding the mass spectrometer (e.g., the chromato-

graphic conditions). So doing introduces a second, con-

firmatory characteristic to identification, retention time

(absolute or relative). That is to say that an identity

secured via a MS match can be confirmed by a retention

time match, internal database versus laboratory test con-

ditions. An example of an internal database that contains

such complementary identifying information was pre-

sented as Table I in Part 1 of this series (6). Further-

more, two-dimensional mapping was illustrated in the

examples contained in Figures 2–7, where in addition to
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spectral matching, the retention times matched, internal

database versus actual analysis.

The elevation of tentative identities derived from mass

spectral matching to confident or confirmed identities

based on supporting information is consistent with stand-

ard and recommended laboratory practices in extractables

and leachables screening, which dictate that identities

obtained by spectral matching alone are identified as ten-

tative identities unless and until they are confirmed with

additional supporting data. Such supporting information

is rarely present in an external database, as reference

spectra in that database may be obtained either (a) with-

out a chromatographic separation (in which case there is

no basis for a retention time match) or (b) by a chromato-

graphic separation that is operationally different from

the separation used in the independent laboratory (in

which case the retention time match may be difficult to

establish).

Furthermore, in certain situations it may be standard

laboratory practice to collect additional information

when performing extractables or leachables screening.

For example, performing high-resolution mass spec-

trometry as the chromatographic detection approach is

becoming more prevalent in extractables and leach-

ables screening, thus providing accurate masses for

extractables and leachables, which in turn can be used

to specify potential empirical formulas. Although the

empirical formula derived from accurate mass data

might be adequate by itself to produce a tentative iden-

tity, it is more likely that the empirical formula is used

with other analytical data to secure a confident identity.

It is logical and appropriate to note that an identifica-

tion secured by mass spectra matching and supported

by definitive and rigorous secondary information (such

as retention time and empirical formula matches) is

most likely the correct identification. However, even in

the case of low information content detection methods

such as ultraviolet (UV) absorbance, features of the de-

tector response may be instrumental to and adequate

for differentiating between candidate speculative or

tentative identities.

Errors of Inaccurate and Imprecise Quantitation

General Discussion

Once an extractable has been discovered in an extract

(or a leachable in a drug product) above a reporting

threshold, it becomes a candidate for impact assess-

ment; for example, establishing its potential adverse

effect on patient safety. The impact assessment consid-

ers two factors, the leachable’s intrinsic ability to pro-

duce an effect (e.g., the leachable’s safety hazard) and

the amount of the leachable available to cause the

effect. (e.g., a patient’s exposure to the leachable). Spe-

cifically, it is the substance’s identity that links it to its

relevant effect-indicating information (e.g., toxicity

data), thus facilitating its proper impact evaluation.

However, the impact assessment cannot be completed

without quantifying the patient’s or drug product’s expo-

sure to the substance, which is established only by accu-

rately determining the concentration of the substance in

either the extract or the drug product. This is the case for

safety assessment as a patient’s exposure to a leachable

(in terms, for example, of mass per day) is determined

as the product of a leachable’s concentration in a drug

product and the daily dose volume of the drug product.

As a consequence, the most relevant and meaningful

impact assessment is based on a sufficiently accurate

and precise quantitation of the extractable in the extract

(or the leachable in the drug product). Screening meth-

ods, however, do not always achieve these desired

quantitation goals as the most commonly employed

approaches to quantitation are prone to errors of inac-

curate and imprecise quantitation. These errors, and

their resolution by proper use of an internal database,

are considered in greater detail as follows.

It is intuitive that the quality of reported extractable’s or

leachable’s concentrations is also strongly influenced by

method characteristics other than quantitation method;

for example, extraction yields during sample preparation.

Moreover, proper design and execution of the extraction

itself is critical in terms of ensuring that the extractable’s

concentrations are relevant and meaningful. However,

these topics are outside the scope of this series.

Errors of Inaccurate and Imprecise Quantitation

As was established in both Part 1 of this series and ear-

lier in this Part 2, errors of omission or misidentification

are considered fatal to the impact assessment as such

errors irrevocably compromise the assessment’s validity

and applicability. An extractable that is not surfaced

during screening (error of omission) escapes assessment,

whereas an extractable that has not been identified cor-

rectly (error of identification) is inappropriately and

incorrectly evaluated. Conversely, errors in quantitation
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are not strictly fatal as they do not preclude the impact

assessment; rather, quantitation errors skew the assess-

ment by either exaggerating or underestimating the true

impact.

In this Part 2 of the series, two errors of quantitation

are considered; the error of estimation (so-called “sim-

ple” quantitation) and the error of extrapolation.

“Simple” Quantitation—Error of Estimation

It goes without saying that the most accurate estimate of

an analyte’s concentration in a sample is obtained when

the test method’s response to the analyte has been cali-

brated via the generation of a calibration curve obtained

by the analysis of standards prepared to contain the ana-

lyte at known concentrations. However, given the large

and diverse population of potential extractables and

leachables and the circumstance that most extractables

or leachables profiles consist of numerous and largely

unpredictable substances, generation of a response curve

for each individual extractable (or leachable) is imprac-

tical, if not impossible, and hence rarely performed

during screening. Rather, the quantitation of extract-

ables and leachables in screening is most commonly

performed using an alternative approach that can be

described as “simple” quantitation.

In this approach, concentrations of extractables and

leachables are estimated via a single reference com-

pound, an internal standard, which is added to the

extract or drug product in a known quantity before anal-

ysis. For quantitation, a response factor for the internal

standard (RFIS) is determined as the ratio of its analyti-

cal response (RIS) versus its concentration in the sample

(CIS) (eq 1). The assumption that all compounds

detected in screening mode exhibit the same concentra-

tion–response relation as the internal standard allows the

concentration of each extractable or leachable in a sam-

ple to be estimated using eq 2, with Rsample and Csample

being the compound’s observed analytical response and

estimated concentration, respectively.

RFIS ¼ RIS

CIS
(1)

Csample ¼ Rsample

RFIS
(2)

This assumption, that all extractables and leachables

exhibit the same proportional response as a single

reference compound, is the very root of estimation

errors. When both the analyte and the internal standard

respond similarly, concentration estimates obtained

using the RFIS can be highly accurate; as the responses

of the analyte and the internal standard diverge, the con-

centration estimates become less accurate with the

degree of inaccuracy increasing as the divergence

increases. The degree of divergence between analyte

and internal standard varies greatly across analytical

methods and detection techniques. Gas chromatographic

methods, targeting semivolatile compounds, typically

use mass spectrometric or flame-ionization detection

(FID). It is well established that many extractables and

leachables exhibit a variation in GC-MS and GC/FID

absolute response factors of a factor of �4 (10–12).

This means that if the response factor for an internal

standard is arbitrarily assigned a value of 1, the majority

of the substances’ individual response factors will vary

from 0.5 to 2.0. For example, if an extractable’s concen-

tration in an extract is calculated to be 1.0mg/L via an

internal standard, then the true concentration of the ex-

tractable will fall somewhere in the range of 0.5–

2.0mg/L. Of course, this generalization is not applicable

to all extractables and there are many extractables

whose absolute response factors fall well outside the

range of 0.5–2.0mg/L.

The case for LC is even more disproportionate, as it is

well established that absolute response factors for the

commonly applied LC detection methods (MS and UV

absorbance) are, to use a scientifically rigorous term,

“all over the place” (13, 14). Although there is less

published data to quantify this statement for LC (versus

GC), the range of individual response factors for LC

analyses will likely vary from 0.1 to 10 (given an inter-

nal standard with a response factor of 1). Moreover,

there likely are more extractables that fall outside this

LC range than there are extractables that fall outside

the smaller GC range. For example, most organic

extractables will produce a GC/FID response because

they are carbon-containing. However, an extractable

without a UV chromophore would have a low (if any)

UV response and would have its concentration substan-

tially underestimated if it were “quantified” against an

internal standard with a strong UV chromophore.

Home Court Advantage of an Internally Developed

Database: Relative Response Factors

Previously, we established how a database containing

relevant compound properties obtained through ana-
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lysis of reference standards could tackle E&L screen-

ing errors related to identification. To address and cor-

rect errors of estimation, such a database must be

expanded to include analytical information establish-

ing each specific compound’s concentration–response

relationship.

In this context, analysis of authentic standards of com-

pounds at known concentration in the presence of an

internal standard (IS) during database development

enables determination of each compound’s response

factor (RF) and relative response factor (RRF) against

the internal standard (eqs 3 and 4),

RFcompound ¼ Rcompound

Ccompound
(3)

RRFcompound ¼ RFcompound

RFIS
(4)

with C the known concentrations and R the observed

analytical responses. Availability of the RRF values in

the database allows a more accurate estimation of the

concentration of an extractable (or leachable) accord-

ing to eq 5.

Csample ¼ Rsample

RRFcompound
� CIS

RIS
(5)

In essence, the RRF serves as an “adjustment” factor.

If an internal database includes RRF values for the rel-

evant population of extractables, then the concentration

obtained for each extractable can be adjusted with its

corresponding RRF.

For example, suppose that an identified extractable in a

sample produces a response of 2 units and that the sam-

ple, spiked to contain an internal standard at a concen-

tration of 1mg/L, has an internal standard response of

1 unit. Calculating the concentration following the

“simple” quantitation strategy (eq 2) will result in the

following value:

Csample ¼ 2 � 1mg=L

1
¼ 2mg=L (6)

Further suppose that this extractable is registered in an

internally developed database with an RRF of 0.4. This

means that it was experimentally established that when

a sample containing equal concentrations of extractable

and internal standard was analyzed, the extractable pro-

duced a response of 2 units while the internal stand-

ard’s response was 5 units. In this case, the estimated

concentration (eq 5) becomes:

Csample ¼ 2

0:4
� 1mg=L

1
¼ 5mg=L (7)

This example demonstrates that a more accurate, truly

semiquantitative concentration can be obtained for

every substance present in an extractable profile

using each compound’s experimentally determined

RRF. It should be noted, however, that this approach

cannot be applied to unidentified substances, as the

RRF for an unidentified compound is not known. For

such unidentified substances, either “simple” quanti-

tation can be performed, or, preferably, one could

apply RRF correction using the mean (or median)

RRF obtained for the population of all the identified

extractables present in the database for the relevant

analytical method.

Example of a Database of RRFs

To illustrate the contents and use of an RRF database, a

Database compiled for volatile, semivolatile, polar

semivolatile, and nonvolatile compounds (analysis by,

respectively, headspace (HS)-GC-MS, GC-MS, deriva-

tization GC-MS and LC-MS) can be considered. This

Database contains, in total, data for more than 5000

unique entries, more than 4000 of which have RRF val-

ues. The information in the database was collected

across different techniques and reflecting experimen-

tally encountered volatile, semivolatile, and nonvola-

tile organic extractables/leachables. Although the concept

and reality of informational databases is not unique to

Nelson (meaning that other organizations may have, to

some extent, similar databases), clearly the authors are

able to illustrate their points with the Database as they

have access to that Database.

An overview of the distribution and general statistics

of the RRF data present for the different techniques in

the database is given in Table I and is depicted in Fig-

ure 8. In general, RRF values for each technique cover

a large range of up to three orders of magnitude,

although most RRF values fall within a range of 0.5–

2.0. The distribution of RRF values is such that the

mean is larger than the median for all analytical techni-

ques, which implies that the RRF data is skewed
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toward lower response values (meaning there are more

compounds that respond much more poorly than the

internal standard than there are compounds that re-

spond much more strongly than the internal standard).

Thus, Table I and Figure 8 establish that each tech-

nique contains a number of compounds with excep-

tionally low RRFs (ranging from 3% to up to 34%

of the total number of detectable compounds) and

have fewer compounds with RRF values considerably

greater than 1. This distribution of RRF values sug-

gests that for each technique there are compounds

that are insensitive by that technique, meaning that

they are not amenable to quantitation using the speci-

fied analytical method. Although these poorly re-

sponding analytes are identifiable by the correspond-

ing method, they cannot be reliably quantified by the

TABLE I

Distribution of RRFs Related to Compounds in the Database for HS-GC-MS, GC-MS, Derivatization GC-MS, and

LC-MS (APCI & ESI)

Parameter HS-GC-MS
a

GC-MS Deriv. GC-MS LC-MS (APCI & ESI)

Total number of entries 987 3076 408 1985

Total number of entries with RRFs 246 2247 408 1129

RRFs< 0.1 22% 7% 3% 33%b

Median RRF 0.640 (0.909)c 0.590 (0.628) 0.949 (0.960) 0.251 (0.541)b

Mean RRF 0.799 (0.997) 0.645 (0.687) 0.989 (1.017) 0.543 (0.749)b

Standard Deviation 0.811 (0.728) 0.425 (0.407) 0.530 (0.512) 0.921 (0.651)b

Minimum RRF <0.001 <0.001 0.008 <0.001b

Maximum RRF 5.390 4.611 3.547 16.500b

aData obtained by analysis of standard solutions prepared in ultrapure water (UPW).
bLC-MS (APCI) RRF Data.
cValues in parentheses correspond to the subset of “quantifiable” data with RRF values between 0.1 and 5.0.

Figure 8

Cumulative distribution of RRFs (range 0–5) of compounds present in the Database for HS-GC-MS, GC-MS, deri-

vatization GC-MS, and LC-MS (APCI) (see Table I for total number of RRFs per technique).
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method because their estimated concentrations would

be much lower than their actual value. In other words,

although the method would be appropriate for estab-

lishing the identity and presence of the corresponding

compound in the extract, it would be considered unac-

ceptable for generating concentration estimates. The

fact that a concentration estimate could be calculated

is irrelevant as it is surely the case that if the calcu-

lated concentration were reported, any assessment

performed using the reported number would be seri-

ously flawed. In general, if a compound has an RRF

value much less than 0.5 or much greater than 2, then

its “simple” concentration is sufficiently erroneous

that it is not proper to report such a concentration for

assessment purposes. This range establishes whether

an analyte is quantifiable (within the range) or

unquantifiable (outside the range).

Using the RRF Database to Establish Which Method’s

Result to Report

It is not uncommon that an extractable is detected by

more than one screening method and that the estimated

concentrations obtained from the various methods differ

substantially. When this occurs, a choice must be made

in terms of which concentration to assess. Although it

may be standard practice to “assess the highest reported

concentration as the worst case”, the proper practice is

to assess the most correct result, which may not be the

highest amount.

An RRF database allows the evaluation of a com-

pound’s response across the different techniques and

facilitates the selection of the appropriate quantification

screening method. Examples of such complementing

RRF entries among different screening methods in the

Database are given in Table II. For each relevant com-

bination of two complementing techniques, examples

are given of compounds that are quantifiable in one

technique and only identifiable in the other technique

and vice versa. For example, consider the case of aceto-

phenone. Although conceivably acetophenone could

produce both a HS-GC-MS and LC-MS response if it

were present in an extract at a sufficiently high concen-

tration, such as response could only be used to identify

acetophenone as an extractable as its “simple” concen-

tration by either method would be in error by a large

amount given its low RRF values. Alternatively, its GC-

MS RRF is such that acetophenone can be both identi-

fied and more accurately quantified by this method.

Using an RRF database, the most appropriate technique

to quantify compounds can be selected when taking the

desired quantitation range into account. If a dynamic

range of 4 is desired and it is assumed that the database

is centered around an RRF of 1.0, then compounds eligi-

ble for quantitation correspond to those with RRF values

between 0.5 and 2.0. The concentrations of these com-

pounds can be estimated by application of the internal

standard RF (“simple” quantification) or, preferably, by

RRF correction. Compounds with RRF values outside

this range will have less accurate concentration esti-

mates using “simple” quantitation and if “simple” quan-

titation is used these compounds should probably only

be reported for identification purposes.

Although more accurate concentrations can be obtained

for these compounds using the RRF values, the fact

that their RRF value is either lower than 0.5 or higher

than 2.0 suggests that the response behavior of the ana-

lyte is suboptimal and that perhaps, in some cases, a

different method might be more appropriate. This sit-

uation is even more evident when the RRF is particu-

larly low or high (e.g., 0.1 and lower or 5 and higher).

Although mathematically an accurate concentration

estimate can be obtained using any RRF value, an RRF

value less than 0.1 or greater than 5 suggests that the

method is not appropriate for quantitation of the ana-

lyte in question. Thus, even if a concentration is

obtained by RRF for compounds with an RRF value

less than 0.1 or greater than 5, the analyst is well-

advised to report the analyte’s concentration obtained

with a different method whose RRF is closer to 1.0. If

such a superior method is unavailable, then the RRF

concentration should be reported with a notation that

indicates the suboptimal RRF value.

When this criterion is applied to each technique’s

specific dataset (meaning that compounds with RRF

values less than 0.1 or greater than 5 are removed

from the dataset), it reduces the skew in the data as

the mean and the median value become much closer

(Table I).

Error of Extrapolation

In constructing a database of RRF values relevant to

thousands of compounds covering multiple analytical

techniques, the most efficient and generally applied

strategy is to record RRF values at a single concentra-

tion of both extractable and internal standard. Although

concentration estimates corrected with RRF values
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obtained in such a manner will be more accurate than

estimates obtained via “simple” quantitation, they may,

nevertheless, have associated extrapolation errors. This

type of error may be caused either by exceeding the

dynamic range of the response curve or by dissimilar

response curves between a compound and its internal

standard.

Going beyond the Dynamic Range

This first type of extrapolation error has its roots in the

assumption that RRF values remain constant as a func-

tion of the absolute and relative concentrations of the

internal standard and the compound of interest. Over a

certain range of concentration, the response functions

TABLE II

Examples of Complementing RRFs Across Orthogonal Techniques in the Database for HS-GC-MS, GC-MS, and

LC-MS (APCI)

Cas Compound Name

Technique Specific RRF Values

HS-GC-MS GC-MS LC-MS

Complementing HS-GC-MS &

GC-MS & LC-MS RRF Entries

95-16-9 Benzothiazole 0.003 0.901a 1.209

100-52-7 Benzaldehyde 0.042 0.699 0.178

98-86-2 Acetophenone 0.033 0.690 0.009

761-65-9 N,N-Dibutylformamide 0.001 0.559 1.206

1119-40-0 Pentanedioic acid, dimethyl ester 0.001 0.460 0.245

Complementing HS-GC-MS &

GC-MS RRF Entries

135-98-8 sec-Butylbenzene 2.990 0.928 n.db

95-47-6 o-Xylene 1.740 0.914 n.d

106-46-7 1,4-Dichlorobenzene 1.720 0.705 n.d

112-41-4 1-Dodecene 1.510
c

0.556
c n.d

629-50-5 n-Tridecane 2.270c 0.422c n.d

629-62-9 n-Pentadecane 0.533 1.025 n.d

104-76-7 2-Ethyl-1-hexanol 0.097 0.588 n.d

4265-25-2 2-Methylbenzofuran 0.468 0.894 n.d

111-70-6 1-Heptanol 0.146 0.631 n.d

112-73-2 Diethylene glycol di-n-butyl ether 0.071 0.669 n.d

Complementing GC-MS & LC-MS

RRF Entries

1568-83-8 Bisphenol A dimethyl ether n.d 1.630 0.101

2943-75-1 Triethoxyethyl-n-octylsilane n.d 1.210 0.013

80-46-6 4-tert-Pentylphenol n.d 1.110 0.100

101-02-0 Triphenyl phosphite n.d 0.922 0.279

80-07-9 Bis(4-Chlorophenyl) sulfone n.d 0.893 0.050

149-30-4 2-Mercaptobenzothiazole n.d 0.112 0.459

619-21-6 3-Formylbenzoic acid n.d 0.078 1.081

1212-29-9 1,3-Dicyclohexythiourea n.d 0.062 1.043

2306-33-4 Monoethyl phthalate n.d 0.041 0.410

4559-70-0 Diphenylphosphine oxide n.d 0.024 0.936
aBold entries reflect the method that would give the most accurate and reportable concentration estimate.
b n.d. Compound outside scope of technique.
c For these analytes, HS-GC-MS and GC-MS results are nearly equally acceptable.
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for the internal standard and the analyte of interest will

be well-defined and the RRF will be more or less con-

stant. However, at some concentration either one or

both of these compounds will exceed its dynamic

range. Beyond this point, the assumed correlation

between the responses of the internal standard and the

target compound may become invalid. The accuracy of

the estimated RRF corrected concentration conse-

quently deteriorates outside the dynamic range of ei-

ther compound.

This issue could occur when RRFs are applied to numer-

ous extractables of varying concentration. Optimally,

the internal standard concentration is selected to be

within what is hopefully a narrow concentration range

exhibited by all extractables in the extractables profile.

The facts that (1) this range is not necessarily known

during the design or acquisition of an internal database

and (2) the concentration range exhibited by real

extractables in a real extract is likely large can lead to a

disconnect between the concentrations of the internal

standard and the compounds that are present and need to

be quantified in a sample. Such a disconnect could

therefore cause extrapolation errors, especially for com-

pounds present in a sample at a concentration that is

substantially different from the value at which the RRF

was determined.

Generally, modern analytical detectors applied in chro-

matographic screening exhibit a dynamic range that

spans several orders of magnitude. The selection of the

internal standard and its applied concentration should

take this range into account. It is generally considered

good practice that the internal standard results in a

response that is linear within at least one order of mag-

nitude centered on its applied concentration. This range

is then considered to result in concentration estimates

with an acceptable accuracy. For example, for an inter-

nal standard at 1mg/L in a sample and with a dynamic

range of 25, estimated analyte concentrations within

the 0.2 to 5.0mg/L range are consequently considered

acceptably accurate whereas values outside this range

can be compromised owing to dynamic range issues.

To extend the quantitation range, two internal stand-

ards can be added at different concentrations, for exam-

ple one compound at 0.1mg/L and the other at 1mg/L.

This practice will increase the original quantitation

range from a factor of 25 (0.2mg/L to 5.0mg/L) to a

factor of 250 (0.02mg/L to 5.0mg/L). It should be

noted, however, that response differences between the

two internal standards must be properly accounted for.

Response Functions

The second type of extrapolation error is rooted in the

assumption that all compounds detected in screening mode

exhibit the same concentration–response relationship as the

internal standard. RFs that are determined at a specific in-

ternal standard concentration do not account for differences

in response functions. Such dissimilar relationships are usu-

ally caused by varying physicochemical properties between

a compound and its corresponding internal standard. This is

especially relevant for techniques with inherently complex

response functions (e.g., LC-MS). In such situations, the

error of extrapolation can be considerable because it can be

anticipated that the concentration–response functions are

nonuniform for all detected compounds.

Depending on a compound’s concentration–response

function, different situations can occur as illustrated in

Figure 9. In Case 1, the concentration–response curve of

the compound and the internal standard are identical.

Consequently, the RRF is 1 within the entire applied

range and no extrapolation errors are encountered.

In Case 2, the response functions for the analyte and

the internal standard are both linear within the applied

range but with different slopes. The average RRF can

be calculated by dividing the slope of the response

curve of the extractable by that of the internal standard

(eq 4). The RRF accounts for the different slopes

between the curves and prevents extrapolation errors

within the applied range. This RRF value is applicable

to the entire applied range and no extrapolation errors

are encountered when the RRF is used.

From the third case on, differences in response functions

for the analyte and the internal standard result in extrap-

olation errors within the applied range. This is the case

when response functions have similar slopes but variable

intercepts (Case 3), when both intercepts and slopes

between curves differ (Case 4), and certainly when the

response functions are dissimilar and nonlinear (Case 5).

It should be noted that the error of extrapolation is small

within the limited concentration region where the analyte

and the internal standard are present in a sample at con-

centrations close to the respective concentrations at which

their RRF was estimated. Beyond this point, however, the

magnitude of the extrapolation error will increase as the

concentration difference between the analyte and the inter-

nal standard increases and as the analyte’s and internal

standard’s response functions diverge.

126 PDA Journal of Pharmaceutical Science and Technology

on February 3, 2020Downloaded from 



Previously, a collection of RRF data was proposed as a

means of addressing, to some extent, the error of esti-

mation. Although this step improves the accuracy of

“quantitation” compared to the “simple” quantitation

approach, it is clear from the above discussion that the

greatest accuracy is achieved when the database is con-

structed to contain response functions for the extract-

ables residing in the database. Such response functions

Figure 9

Concentration–response function examples to illustrate different situations related to extrapolation errors.
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or calibration curves should be generated on the basis

of response ratios against an internal standard at a con-

stant level. In this way, the internal standard maintains

its utility as a means of accounting for injection to

injection variations but relinquishes its role as a means

of quantitation. In this situation, the database would

contain a response function in the following form for

each extractable in the database:

CE&L sample ¼ f RE&L
�
RFIS

� �
(8)

Given the large number of E&L compounds, it is practi-

cally untenable and next to impossible to determine all

response functions for thousands of compounds. More-

over, although a database of response functions facili-

tates the quantitation of compounds contained therein, it

does not address the quantitation of compounds that are

not contained in the database such as “unknowns”. As

previously proposed, quantitation of such compounds

could be performed using a mean (or median) RRF.

Such a concept does not translate easily into the realm

of response functions as the concept of an “average

response function” likely has little practical meaning,

especially considering the challenges in determining

such a mean response function. If a mean response func-

tion could be calculated, then it could be applied to

compounds that are not in the database in the same way

RRFs were applied. If a mean response function cannot

be established, then the use of a mean (or median) RRF

remains the recommended way to estimate concentra-

tions for compounds that are either unidentified or not in

the database.

Case Study Comparing Relative Response Factors and

Response Functions

The following experiment was performed to illustrate the

magnitude of errors of extrapolation. Eleven extractables

whose GC-MS RRFs had been previously determined

were used to generate response functions (see Table III

for a list of the analytes). Specifically, standards contain-

ing these extractables at levels spanning the concentra-

tion range of 10lg/L to 100mg/L were prepared in three

commonly employed extraction solutions (hexane, iso-

propanol [IPA], and dichloromethane [DCM]). These

TABLE III

Comparison of Library RRFs with Average RRFs Based on the Acquisition of Response Curves for a Relevant

Subset of GC-MS Amenable Compounds in the Database across Different Solvents and Instruments in a 10–50mg/L

Range

Cas Compound Name

Library

RRF

Response

Function RRF

Linear Range

Library

RRF Value/

Response

Model RRF

Estimate6 SE %

583-39-1 2-Mercaptobenzothiazolea 0.112 0.5356 0.038 2 mg/L–50 mg/L 21

149-57-5 2-Ethylhexanoic acid 0.346 0.4946 0.016 500 lg/L–50 mg/L 70

5464-77-7 N,N-Dibenzylformamide 0.485 0.7486 0.019 500 lg/L–50 mg/L 87

112-52-7 1-Chlorododecane 0.568 0.8566 0.026 50 lg/L–50 mg/L 66

104-76-7 2-Ethyl-1-Hexanol 0.515 0.5186 0.020 50 lg/L–50 mg/L 99

112-12-9 2-Undecanone 0.627 0.6926 0.030 50 lg/L–50 mg/L 91

122-39-4 Diphenylamine 0.834 0.9386 0.021 50 lg/L–50 mg/L 89

593-49-7 n-Heptacosane 0.995 1.1496 0.038 50 lg/L–50 mg/L 87

128-37-0 BHT 1.010 0.9236 0.010 50 lg/L–50 mg/L 109

117-81-7 DEHP 1.010 1.1046 0.027 50 lg/L–50 mg/L 91

31570-04-4 Irgafos 168 1.298 0.9646 0.016 50 lg/L–50 mg/L 135

129-00-0 Pyrene 1.377 1.1936 0.017 50 lg/L–50 mg/L 115

Average RRF accuracy (%): 936 22%
aBased on the RRF database, 2-mercaptobenzothiazole quantification should be performed by LC-MS, whereas estimated

concentrations by GC-MS are expected to have a higher degree of uncertainty owing to the low RRF in this technique.
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standards, containing an internal standard at a concen-

tration of 10mg/L, were injected over the course of mul-

tiple experimental runs performed on three separate

instrument systems. The resulting data were used to gen-

erate linear response functions (calibration curves) for

each analyte, where the calibration function used was:

relative response ¼ slope � relative concentration

þ intercept

(9)

where the relative response is the ratio of the response

of the analyte to the response of the internal standard

(RE&L/RIS) and the relative concentration is the ratio of

the concentration of the analyte to the concentration of

the internal standard (CE&L/CIS). If the response func-

tion is truly linear, then the slope is equal to an RRF

value that is valid over the entire linear range.

An example of a representative response function is

shown in Figure 10 (for BHT). For BHT and nine of

the other selected extractables, the response function

was linear over the entire concentration range and

exhibited a near zero intercept. For these analytes the

slope of the best-fit linear regression line is the RRF

value for the respective analyte.

The single analyte that did not exhibit a linear response

function over the entire concentration range was 2-

mercaptobenzothiazole, which had the lowest response

of the 11 selected analytes. For this compound, a linear

range could only be established between 2 and 50

mg/L.

The magnitude of an error of extrapolation for the

selected 11 analytes is illustrated by comparing the

RRF value contained in the Database (based on a single

analyte concentration/internal standard ratio) to the RRF

value obtained as the slope of the response function. As

shown in Table III, the agreement between the single

point library RRF and the response function RRF is

quite good for the 10 analytes that exhibited linear

response functions over the entire concentration range

studied. The only case where the agreement was poor

was for the one analyte (2-mercaptobenzothiazole)

that had the lowest library RRF and exhibited a trun-

cated linear range. For these reasons, and because of

the better LC-MS response of this analyte, GC-MS

Figure 10

Relative response function for BHT (concentration range 0–50mg/L) using an internal standard at a concentra-

tion 10mg/L. The slope of the best-fit line, 0.923, is the value of the RRF and is valid over the entire concentra-

tion range.
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would not be the method of choice for reporting

2-mercaptobenzothiazole’s concentration.

For GC-MS in general, it is concluded that errors of

extrapolation would be relatively small for all analytes

that have an RRF value in the range of 0.5 to 2.0 (con-

sistent with the range of RRF for the compounds in Ta-

ble III). Analytes with RRF values outside of this range

would likely exhibit a significant extrapolation error if

the analyte’s concentration was greatly different from

the internal standard’s concentration.

Comparison of Concentrations Obtained by “Simple”

Quantitation versus Application of Relative Response

Factors

Ultimately, the decision to compile and routinely

apply a database of RRF values is dictated by the an-

swer to the question “to what extent does RRF correc-

tion improve the accuracy of estimated concentrations

in extractables and leachables screening compared to

“simple” quantitation?” If the answer is that the

improvement in accuracy is small for use of RRF ver-

sus “simple” quantitation, then the value of using RRF

is small versus the effort in compiling RRF values. On

the other hand, if the improvement in accuracy is con-

siderable, then the value of using RRF is significant

versus the effort in compiling RRF values.

To address this question, an “artificial” extract contain-

ing three GC-MS amenable extractables (with different

RRFs) was prepared at a set concentration of 10mg/L

and spiked with an internal standard at the same con-

centration. Analysis of this extract and subsequent quan-

tification of the target compounds (a) using only the

internal standard, (b) using the library RRF for each

compound, and (c) using a calibration curve obtained

with analytical standards illustrates the differences among

these quantitation approaches. As shown in Figure 11, the

experimentally determined accuracy of RRF correction

outperforms “simple” quantitation for the compound with

the lower and the compound with the higher library RRF

value.

It has been proposed and is generally accepted that

“quantitation” for extractables during screening is ac-

ceptable if the concentration estimate is from 50% to

200% of the real value, as this provides sufficient accu-

racy to perform a credible safety assessment. Thus,

concentration estimates obtained via “simple” quantita-

tion would be “good enough” for extractables whose

RRF values are between 0.5 and 2. Although use of the

RRF values for such extractables would produce a

more accurate concentration estimate than would “sim-

ple” quantitation, in most cases the increased accuracy

would not necessarily translate into a more effective

safety assessment. For the Database, 59% of the GC-

Figure 11

Comparison of different quantitation approaches for three compounds at 10mg/L in an artificial extract using

an internal standard at a concentration 10mg/L.
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MS amenable compounds and 32% of the LC-MS ame-

nable compounds have RRF values that fall in this

range. It can hence be concluded that RRF correction is

necessary to obtain acceptable concentration estimates

for the other 41% of GC-MS compounds and 68%

(more than two-thirds) of the LC-MS compounds.

Moreover, among these compounds that require RRF

correction are compounds that are potentially toxic,

that is classified as Cramer Class III substances. Hence,

it is important to get these compound’s concentration

“right” to enable a proper safety assessment. Putting

this into perspective, 82 of the 261 GC-MS amenable

and 45 of the 92 LC-MS amenable compounds with

Cramer Class III classification would be reported incor-

rectly by “simple” quantitation!

If one would consider more stringent acceptance crite-

ria and require that the estimated concentration be

within 70% to 130% of the real value (which is typi-

cally expected for target analysis), then the percentage

of GC-MS and LC-MS amenable compounds that

would benefit from RRF correction (versus “simple”

quantitation) increases respectively to 67% and 85%.

For Cramer Class III substances, this would imply that

acceptable results would be obtained only with RRF

correction for 143 of the 261 GC-MS amenable com-

pounds and 67 of the 92 LC-MS amenable compounds.

Lastly, it is noted that use of the RRF makes the choice

of the internal standard largely irrelevant, as the RRF

value makes the internal standard essentially transpar-

ent in terms of accomplishing the actual quantitation.

With “simple” quantitation, the choice of the internal

standard remains highly relevant, especially in terms of

any systematic quantitation bias. For example, if an in-

ternal standard has a RF that is the median of the RFs

for the entire population of extractables and leachables,

then an equal number of these substances will have

their concentrations either overestimated or underesti-

mated by use of the internal standard. However, if the

internal standard has a RF that is either above or below

the population median, then more concentrations will

be either underestimated or overestimated. The further

away the internal standard’s RF is from the population

median, the greater is the inherent quantitation bias.

Concluding Thoughts

As the identity of an extractable or leachable is a criti-

cal input to its impact assessment, errors of inexact

identification (either an identity cannot be secured or

the identity that is secured is incorrect) are fatal in the

sense that they irreversibly prejudice the assessment.

Errors of inexact identification reflect fundamental

issues associated with the processes by which identities

are procured, including spectral matching.

The use of an internal database to reduce the number

of identification errors by improving the quality of the

match between a sample response to a standard response

(via a database) is illustrated in Figure 12. For example,

if a database consists of extractables and leachables

only, this will reduce the occurrence of complicating

incorrect matches to substances that are contained in

external databases but are neither extractables nor leach-

ables. If the sample spectrum and the match spectra are

generated on the same instrumentation with the same

operating conditions, then there will be fewer matches

of higher quality, likely producing more definitively cor-

rect identities. Moreover, the use of orthogonal confirm-

ing data (such as MS spectral match plus retention time)

will decrease the possibility of misidentifications and

increase the “confidence level” in, and the “grade” of,

tentative identities secured on the basis of spectral

matching only.

Additionally, accurate quantitation of extractables and

leachables is a critical input into an extractables/leach-

ables impact assessment, as quantitation establishes

Figure 12

Means by which an internal database can improve

the identification of extractables or leachables.
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exposure. For example, considering patient safety as a

critical quality attribute, it is the mathematical product

of the concentration of a leachable in the drug product

and the drug product’s daily concentration volume that

establishes the patient’s exposure to the leachable.

Armed with patient exposure and an estimation of the

allowable daily intake (driven by the leachable’s iden-

tity), one can properly assess the impact of a leachable

on a patient’s health.

The size and diversity of the population of extractables

and leachables presents two challenges with respect to

E&L quantitation via screening. Firstly, the large num-

ber of potential substances precludes the generation and

use of calibration curves for each and every potential

substance and thus concentration estimates obtained in

screening must practically be based on certain assump-

tions about responses and response functions across the

entire population of substances. Secondly, shortcomings

in these necessary assumptions cause concentration esti-

mates obtained in screening to be of relatively poor and

varying accuracy. However, internal databases, which

contain information about response behavior for mem-

bers of the E&L population, address these shortcomings

and the use of this information increases the accuracy

of, and reduces the compound to compound variability

in, screening quantitation.

Moving Forward

Once all extractables have been discovered, confidently

identified, and accurately quantified, then a rigorous

assessment of the extractables’ potential impact on crit-

ical product quality attributes (such as purity, efficacy,

stability, and safety) can be performed. Properly lever-

aging an internal database mitigates the undesirable

effects of errors in the screening processes of discov-

ery, identification, and quantitation.

In the last installment (Part 3) of this series, we will

consider the situation where a method is properly suited

for its purpose but its implementation at time of use is

flawed in some critical manner. Because of such errors

of implementation, a perfectly capable method can

produce data of unacceptably poor quality. The role of

system suitability as a means of addressing implementa-

tion errors will be considered and the use of a database

of system suitability data to anticipate and manage

implementation errors will be discussed. Furthermore,

we will consider the internal database as a means of ena-

bling good and practical science, considering how an

internal database can continue to advance the state of

the art in organic extractables/leachables testing.
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